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5/06/19 Lecture12

I discrete pouf fg (X)WE(S)=M =
SupportSg mean means

= { xfg(x) P(8=x)
610 x

mean I mean

G11x

B continuas, pof ff (x)
Support EgsE(8)= M = fx fg(x) dx
S8 .

Expectation of a product aberitle Bi are independent

A ,,..., An nindependent rv each with finite ECE.)

ESAT)-IECE.)
contrast this with a sum : E(§ 8;)= E E(8;).
Whether the D; are independent or not;

ECX ;) only when the X , are independent
i = 1

Ex : You have a (Brita)water filter that you useto
improve the taste of S... water . How much better hand
the filter do its job if you filtered the water twice instead
of once?

8 . = proportion of bad stuff removed in the 1st filtering
Sz= proportion removed in 2nd filtering



Reasonable to assume their $ ,,Iz are independent

ippose they'reIDwith common PDF

f8; (x )= { 4x3 OLX4 " Ifs.{*;)
lo else taxi

set y = proportion of original bad stuff remann
2 filtrations= (1- 8 )81 - 82) independence
Then E( I)= E[(1-2 )(1-82) * E[/I-81]• EL (1-52]]
A , Ez independent as ( 1- 3 )(1- 82) independent too

E( 1-8.); ELI- 82)Eu then E(2)= n?
identical distribution
M =E(1-8;)=f (-x)4x.?dx,=0.2
so 80% of bad stuff expected to be removed in 1st
filtering

E(9 )= 42= 0. 04 so expect only 40 of badstuff to
remain after 2 filterings

6 as suppose I is a discrete rv with possible valves
0,1,2. then E(S)=ŽP(82x).

b )If & is a continuas rvaspossible vales co,co) then
E(E)=Senigajax :



Ex of ba
I throw a dart at a dartboard repeatedly, trying
to get a bullseye (success)

3 =# of throw on which I 1stsucceed

( Ex throws FFS-2X= 3 F = famne sa success).

supposethat my success probability is constant across
the throws and equals P, and throws are incependent

Then E( 8 ) should be inversely related top:
The horse I am , the longer I expect the 1st
builseye to take. E(X)= ?

Geometrie Chistribution

At least 1 throw alwaysresumed so P( X )= 1 forns1

(at least in tosses required) es (none of the 1st (2-1) throws
succes
so P(X 2n)= (1-1)"" and

EW ={ (-p)"""=1+(1-P)+(1-p)?-... --(1-p - ě

geometric series . Cinverserelation)

I expect to succeed on
If I'm terrible (e.q . p= . 01)

the = looth throw

standard Deviation
Varience and

+5
SE2

ī 2 3 8 3 $2 | mean $ 4 = M
ga
4 5 6 7



mean , 
X discreterv, uniform { 1,2,33
E(8 )= 4 = M

Q:How spread out is the chist of $ arand its
mean u?

(8-M)~ Uniform { -3,-2,+5)
déviation from

could try calculatina E(X -m ), but this is 0 for any
rv X because of cancellation of © and @ derrations'
Two different easy fixes:

EIX - MIE average absonse deviation ( AAD ) (MAD)
an
E( 8-4) 2 variance ofrv X . ~
AAD :not used much . . .
Variance: used constantly

Def: X rv with finite mean ECB ) = ni
variance of X = V (8 )E E[( 8-4)3]

If E( X )=tes or ECG) besit exist,
V ( 8) besn't exist

One problem with variance

The hits are wrong:if 8 isin8 , V (8)isin $ 2

Easy fixi standard deviation of I & Jux & SD(8 ).
Echoesn't
describe
reality often
Tabes describe reality



Consequences of these definitions

D (8 ) = E( X - 4 )27 = E (8²2mX + 43)

42
= E( 83)-24E(R )+m2

FE( P3 ) - u ?
= E( 83)– [ Ecxija

so V( 8)=(expected )-(severeperspection )
This is a
different
way toAe variance

mean man
Toy example In Uniform { 1,2,53
" E ( X -M )? =$ (1= 4){ $ (2-4 )?
+$ 19-4)2= 12.7 .
So SD (X )= NT2.7 =3.6 . DR .
Thisis a reasonablesummary of thelength of the arrows

:2 ) For any rv 8 , V ( 8)30
If I is bonded, VCX ) exists and is finite .
This is a consequence of Jensen'slequelty: : :
g(x)= x² is convex a so E( 83)= [ E(81)?
lie.V (8)= E( 83)-[E(8)]?20



3) V (X ) = 0E P( X = () = 1 for some constant
(thisis atrivial ~~).

Notation
In the same way that by convention E( 8)= M8
VCB120 ? and so ( 8 ) 808

4 ) & w , I =a8 tb ) (2 )= a? ~ (8)=a ? ?
and so (7 )= lalo . (for any constants 3,5).
|1(2 )= v (G8 +6)
T o
V ( X + C) =V ( 8)
SD (CB) =? De mult to be
E( X)=CE( E) 50 ( X )=CE(8)
v ( 8 )=(? V (8)
v ( I) = V (aX+6 )=a? V (8)3
so 100 . 2015

Soo

CO

Special cases a= 1 :" ( &+ C) = V ( 8)
.... . SP ( X + C) = 50 ( 8) :
V (98)= a? ~ ( 8)
(b =5 ) . Sola 8 ) = 141 50(8)

5) If 8,,...In areindependent rv with finite means,
. Y28:)= { Vc8;)

This is why the concept of variance has enchred even
though the units of the variance are wrong : for
independent .nos, variance is additive whereas SD is not

correct inits a



Ai X , independentas v (& ,+ Xz) = V (8 ) +vC&2)

V 118,+ 82) = N118,)+1(82)
SD ( 8,+ 82) = VED(8,1]² [5D(82,73
SD growslike the hypotenuse of a right A
Soley | 50 (8 )
5018.)

Immediately, max{ sp(8.),} < 50( 5,+82)250/8,)+5082

Consequence of 5

A,,..., An independent rv , a,....,en , b constants s
VELES 8:1+6) = Ea2V( 2:)

Ex : X ~ Binomial.cn,p) .
We know that E(X )=np .
what about VCT )and SD(8 )?
Let S;= < 1 if success on ith success/ failure trial
20 else

for (i= ),...,~ ) and suppose as usual that S,s... Sn
areI'D Bernoullicp) _ .then X =ÊS; and
we can work out its variance without difficult
V ( 8 )= v ({ S:); { vcs;) :
independence
Do we need to work at the variance of a
Bernoulli rv . We already know that
Use the formula ū ( 5;)= E ( 5:3)- [ E( 5:))?
ECS;) = p ,

we're halfway there.



Bernalli rus are funny:

S = ŞI with probability p 2

so S;? = 5 12=1 with probability P

So E( S;3) = E(5:)= P
VCS;) = E (5:3) . [ ECS;)] = p.p?= pci-p).
VCS )= { \csi)= { p( -p)= np(1-0)
50( 8) = P(1-P) :
Ex : T- S disease
Si= 1 iEl

I = (# of babies in family of n = 5 both parents
carriers so, p= P ( T-s baby) = 5 ).
~ Binomial ( ip) = Binomials, 2 ) . : . : .
wealreach , worked out that E(I ) 2np = 1.25 :
Now S0( I) = Shp( -p)= 13(2 ) (3 ) 20.9721
It's useful to summarize this by sayina " The Hof
chier this caple will have will be srand
1.25, give or take abat .1 " ,
T - S

Me



now do you measure the spread of a chistribution of

the variance doesn't exist?

Ex : Pr Cauchy fa
(standard) * n (1+x3)
= (1+x ) for all - cosxoco
*)=

he saw that E( 8 ) doesn't exist ,so \ ( 8 ) doesn't exist
either .

But we can use the idea of quantiles on any dist.
Whether its variance exists or not

hedefines the interquartile
range (IQR) as
A IQR = F7875)-F 6.25)

Elias) F ( 75)
Standardcanchy CDFisff(x)=Lnlag of

= & e ten (*)
need to solve Ecx)=dr tani (N = p for x
result is x= Fg (p)= tan (2- 3)= -cot(pit)
so the IDR for the standard Cauchy dist.is
IQR= F= "(3 )- F "($ ) = tan(&)- tan (-4 )=2
Standard Cauchy por

r 50%
ispil 2500

- on
IQRD



Moments ofan

E(X ) = E( & ) E(8')

V (8 )= E( 8²)-[ 668'))2 = E( 8- 422

with the usual mathematical imprise to generalize
Deti & rv, k integer21 s E( 84) E them
DELAKI & the kith moment
of B

of course Elok) may not exist, and if it does it may
be infinite , but the idea is stol usefu . . .

You can show that (kth moment ) IDE( 181 ") es
of & exists ,

consequences of the moment definition
1) If ECIFI" ) ces for some integer KZ1, then
E( IBI") Les for all integers jck

If the kth moment of & exists, so to the (K -1)st
(K -2) 'd ...moments

Def: & rv with expectation E(& )= M,K integer21

SE[( 8- 4)*7 is called the 4thcentral moment .

of & or the kth moment of 8 aroundits moss,

This generalizes the vanance of 8 = E(18- 422)

2) E[ ( 8- 4) ] = E( 8) 4 = M- MEO
re every rv has 1st central momento



If the dist. of B is symmetric ground us, then

ELIX- M ) 4750 for all odd integers k for which

ECCS_M)*) exists

Def: 8 w with mean up SDOf
If the third moment of X exists and is finite, then
skewness (X )ZEIA-413

T or , comve taneta& to

NeStandard mits
conversiha
-
All symmetric distributions with finde 3rd moment
have skewness o

o long righthand
tail symmetric.

skenness= 0 I long lefthand tail

| skerness to
skenmessto I

Moment generalizing functions
Def: & n , tireal .

4 ,(+)& Eleto) is called the moment generating
function of K CMGF) .
psi

Thm :Arv with GF YB(t), finitefor all values oft .
in an open interval ( a,b ) around o (apo b > 0).
ther for all integers nso II
E(X )=24 (+1) enth derivative of Yx
t = 0 evaluated at t = 0



If its premise,is satisfied and the calculations are

mensgeable , you get all the moments of 8 just

by computing Yg(t) and differentiating it over
and over.


