
5 /21/19 Lecture is

Thm : If its premise is satisfied and the calculations are

manageable, you get all the moments of I justby

computing Yg (t) and differentiating it over and
over .
Ex: B ~ Exporenital(X)
{{(x)={herto be on (730)te

Ygt)= Ecet5)-Pet.De="" x=x 9 ct-**o :

This integral is finite only of t - x 20 I for te
but this means (since X > 0) that it's definitely
finite in an open interval Grand 0 seg.EX,
So Ya(+) exists for tex and equals Yg (t).

- + . . now take the derivatives

E(8) #12

E( 83)= n( A )
E(89 =/ Allin
E(8")=( x) = 24
Evidently E( 8*)= Kila tive sk
aperson
cPosi i



So v (X)= E(82)- [E(8)]2= 22 - % = 52 .

and 50(E)= $ .

consequences of the MGF definition
1) I rv with Mor 48(+) .
g =aX +b
Caib constants)
then at every value of t for which Yglat)is finite
Yg(t)= ebt Yg (at) in

Ex :
X ~ Binomial (nip), X - ES :
S;" Berna ini(p) ('=),...,n)|

MGF of Si is easy :
Ys;(+)= E( etS:) = etolip (5:21)+ eto p(5:50)
= [ pet+ (1-p))
This uses the Law of the inconscas Statistician
2) 8,.... In independent rv, MGF of 8; is 48(+),
IZP , MGF of I is Tz(t) for every t such that

Y (+)is frite for all i=1,..,in

:., (t)= 45,(+)



MGF of Binomial cont

Since the Si are lid , Yo (+)► Ñ Ys.(+)

Takederivatives i peta(1-0)
1 L pet +(1-2)]"
ECB ) for Ty(t) ==0
... Lpettis-e ]"la Enp v
E(83)= de pet-(i-p ]"10 np[1+(n-1p)
so v ( R)= E( 83)-{{(x))?
Enpr.n(n-1)p2 _ n?p?
Enptn?p?_mp? n?p?
Encp- p3)
Emp(i-p) v
E(83)=(a to Lipe scips]") 20
Ene[lt (n-2)(n-1)p3 +3p(n-1)]
3) I has MGF TB(t) = finitein an open internal
I has MGF Yg(4) L 8, I haveidentical probability
. . . T O . . . . . . . . . . .

Grandto

distributions

So the MGF (if it exists) misher characterizes an iv .



Mean versus Median

DI rv LCDF Fs) with valves in an interval I
h (x ) 1- 1 function on I

7 = n (x)

if my is a median of 8 lie if mg = Fz '(& )'
then h (mg ) is a median of 9 = 2 (8 )

This is not in general the of the meani
EC2 (E )) En [ E(x )] inless 2 (x) = ax + b

Prechiction Bedrock
Arv with mean UB , SDGs .

Before X is observed , suppose your job is to predidict what its

valve will be. What should you do ? Hoe can you tell
if a prechiction is good ?

say you picked the number À la fired ,knowns constant)
before I is observed .

Then after 8 arrives, your precliction error hasdbe
(*= * ) which might be either positive or negative

• One possible criterion for goodness holdbe to fined i such
that ECR - X )To

. Defi The bias of ħ as a predicta for B isbias (5 )= E( 8-5).
Def: Your prediction f is unbiased if bias (8 )= o . : :
Clearly to achieve thisjust choose E = E(X).
oAnother possible criterion for goodness wald be to fine; À suca
that ECR - 3 )? is small



Det : ELSA -827 is called the mean squared error .cmsE)
of ħ as a prediction for B

Small theorem: The i that minimizes MSEis R = E(8) .
Proof : El (2 -3 )²) = E (B2288 + 83).
P =22_ 22 E(8 )+ E183)
This is a quadratic function of 2

.dx E[(8- 8)?] = 25 -26( 8)= 0 iff R = E(X )

J2= 230 So ECB ) is a minimum co .

MSE(E ) = E(2 -3 )?= V(8)+ [bias(8)]?
So the choice E = E (8) both minimizes MSE(B ) and
achieves o bias, and , with this choice MSE(* ) =L ( & )=60?
of different criterion : find â such that .
ELIE - 817 is small

Deti EIA - B , is called the mean absolute error (MAE)
of Ê as a prediction for I
Thm : & rvw , finite mean up
Let my be (althe) median of 8 .
s the ħ that minimizes MAECE ) is (a/the) mechan mg
Median defi
Iwsevery number m such that PC& 5m) zţ and
PCX 2m) 2Ś is a median of the dist.of 8

non misve mechan
I Chiscrete on {1,2,3,47



o 

ŠIP(B =x)

I los
2 10.4
3 / 0.3
0. 5

ó

Most people hald say mechan = 2 .5
All 24x < 3 have Fg(x)?Ž
Which is a better criterion , useor MAE?
There is no niversal right answer . It depends on the
real-world consequences of your prechstron emors
(8 - 5 )

Quantifying these consequences involves thecreation of a
utility function , which we'll briefly exammelater
Bedrock Covenance and correlation
Independence of 2 or more rus is a special case ofa more
general reality,in which your incertainty about
something) and cyour incertainty about somermma
else) are related

Def. X . I rv with finite means uz = E(X ) and My = E( I)
The covariance of X and I , written (C8, I) is defined as
CCX,Z)= E[ ( 8-48).(Z- Mg] as long as this expectation
consequences of this def:
D.( 8-48). ( I - M2 )= 8 . 7 - M2 I - ing Xtusu exists

so ((8 ,3 ) = E(FI) - Mg E(2) - MAE( I ) + mama



FE(87) - Mg Mg - Mp ,Mgt ,

 mis to computers
C(8 . 7) = E(FI)- Mg Mg = easier formis
Expectation of product - prochet of expectations
2 ) Sufficient condition for CCX , 2) to exist
og seo and of ces

3) Covariance 's valve depends on the mits of measurement
of B and I

Ex : 8 = education level (years of schooling completed)
Is yearly income ($ )
CEF , 7) comes out in gears):($ )
Ex : D = max darly temperature in CC
I = max daily relative humidity (% ) .
If you change your mind a measure temperature & in
of =9 (+327
(18;7) = C ( & $+32, I )EC(8 . I)
Easy to show that if a,b are fixed constants then
cca & t6 , I ) = aC (8 . 2) so ( (81, 7 )= 1. 8. ( ( 8. 2)

You can makethe association between temperature trelative
humidity seem larger justby switching from ac
Easy fox: Def: The process of converting arv I to standard
inits (su) is achieved with the linear transforma
A '= X - E( 8 ) = X -M8
SDSS)



As long as of G Les this is a meaningfu definition

E( 8 ) = 0 V (8 ) = 1 = 5D ( ) .
Def : X . I rv with finite variances og and
cand therefore finite means Mg and Mg , the commestion
of B and I is p (X . I ) = E 17
My

od

= C ( 7. 2 )

with this definition , the corelation is invarient to linear
transformation of either variable for both) :
for any constants a, c> 0 and b , c, .
P(aX tb, c7 +d ) = P (& , I)
(If aco, pla 8 +6 , I) = - p ( 8 . I )) .
Consequences of the corelation defi : :
1) Canchy - Schwartz inequality:
For alirv 8 ,I for which ET82) exists,
[ E( 87)]² = [ E(S)]? . Ceczy:
from which [ C ( 8, 2 )]? 4 02 . 6 ? and lep( 8, 2 ) = + 1.
Def:
PCE, I ) > 0 4 8 , 7 positively correlated < associated
P( 8. 2)2008 . I negatively correlated
3 (2 ,3) = 0.5 8 , 7 incorelated

2) }, I independentrv withgoios co?

SC(8,2)=P(8.2)=0 . cocom cess



So independence implies o comelaton , but
(interestingly, not the converse:
Ex: In Uniform {-1, 0,in pex ? : E( 8)=0
38 , 7 clearly dependent since I completely
determines I , but E(8 7)= E( 83)= E(X )=0
Since I and 83 are identically distributed
CLE, I) = E (II) - ECB). E(2) = 0 :: :

so p (3 , 2 ) = C ( 8 . I ) : . :
20. and I , I are incorrelated
. . . og op .
3) En with OC 633200 , I =aX+b
forjazby constants. 3.(670) , ( 8, 7 )= 11

(620), 3( 8. I)= - 1. . . . . . . ..

So pCX , I) measures the strength of linear association
between I and I .

4 )Important:If 8, I rv, oz ces; ozces then
VIS + I).= V(8 )+v (7 )+ 2.418,2).
5) ra,b,c any constants).
Cla8,bZ) = 23 ((8.2) .

.6% nos : o 200 sVaX + 3.5 + c) . . . :
= a? V ( $ ) +' ? V.(I) +243 ((EI).
V (8 - 2)= V (E)+ V (I )- 25( 8,I)



G)if I ... In such that (8;. &;) incorrested
for all 15itjsu The VEF:)= { VCE;)
7) PC 8, 2 )=-1 | 08,I)= 0 | 818,7)=+1

case 1

Nonlineanty _ k
Points in points in sisterplot
scatter plot x + Rotter sampie from
sample from case 2 ff.I ix,7) all fall on line
foq (x,y). with positive slope
all fall on line (not necessarily =1)
with negative
slope (not
necessarily -1) ļ . case3

Conditional Expectation

8 . I related rvs (not independent); then thereis information
in I for predicting I

we should be able to find some function ,d :1R -SIR such

that d (I ) is " close" in some sense to I -What is the
optimal d?

Galton ex :
Galton divided the elliptical scatterplot up into a bunch of
namon vertical strips, eg.. the one over x.* or the other
one over * *

The points in the vertical-strip over x,* are a random sample
from the conditional distribution of Z given 3 = x.*
fris(y1x=x *).



| 

The number n that minimizes the mean squared

error (MSE) Eclú - 2127 of û as a prediction
for D isû = Ela )

So he adopted MSE as his measure of " close" and
concluded that the ŷ that minimizes the use

E [ (
9 7 )27 in the vertical strip defined by t= x * must
be the conditional mean , or conditional expectation,
of the rv (718= * *) .
Def: I , I rv. I finite mean
Sconditional expectaton .
( (means of I given 8 =x 'I1x) isjust the
J
expectation of the conditional distribution
faig (41x)of I given 8=x

E(71x)={ \f18(41x)dy for continuas(218=x)

and ECIIx) = { y fair cylx) for discrete (218=x).
IR

 Gily

So far, EC21x) is just a constant , equal tothe
conditional mean of I when I is the constant x.

Defi h (x )E ECIIX =x) then ther
conditional expectation of I given 8 E( TIX)Eh(x) is the


